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1. INTRODUCTION

Modelling of the dissolved substance transport by groundwater 
is one of the basic supporting tools of decision-making processes 
within the protection of groundwater and the environment. 
The objective of modelling is to predict solute concentrations 
in space and time. The process of solute transport is typically 
described by a partial differential equation, including the pro-
cesses of advection, dispersion, sorption, and chemical reactions 
of the dissolved substance. This equation has both analytical and 
numerical solutions. In addition, the application of simplified 
Step-method according to the Ministry of the Environment of 
the Slovak republic guideline no 1/2015-7 (MoE SR, 2015) is 
accepted by authorities in Slovak Republic.

Analytical models are more economical and convenient in 
application as compared to numerical procedures. They also 
provide a simple and effective means for gaining insight into the 
relative importance of various transport parameters (Huyakorn 
et al. 1987). There are many specific analytical solutions that are 
suitable for a particular spatial and temporal configuration of the 
model domain, solute source, and reference points at which the 

concentration of the dissolved substance is calculated. These 
are: 1D, 2D, 3D solutions for various types of solute sources 
and transport scenarios, as can be seen in the works of Ogata 
& Banks (1961), Ogata (1970), Bear (1972), Van Genuchten 
(1977), Huyakorn et al. (1987), Leij et al. (1991), Wexler (1992), 
Batu (1996), Newell et al. (1996), Guyonnet & Newille (2004), 
Newille (2005), Batu (2006), Srinivasan et al. (2007), West et 
al. (2007), Bear & Cheng (2010), Estabragh et al. (2013), Szucs 
et al. (2013), Singh et al. (2016), Pophillat et al. (2018), Antelmi 
et al. (2020) and others.

Numerical methods are based on discretization of space and 
time; therefore, they are suitable for inhomogeneous, complex 
conditions, and almost any spatial and temporal system con-
figuration. However, their outcomes are subject to mass balance 
error, truncation error, numerical dispersion error, and artificial 
oscillation error (Harbaugh, 2005; Zheng & Wang, 1999). These 
errors can be kept at acceptable levels by using suitable proce-
dures for particular conditions, as well as by thorough model 
settings. The accuracy of numerical schemes is often inspected 
by a comparison of their results with the results of exact analyti-
cal methods within homogeneous conditions. Description of 
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numerical schemes, their application, or verification by com-
parison with analytical solutions can be seen in the works of 
Molenkamp (1968), Bear (1972), Van Genuchten (1977), Bear 
& Verruijt (1987), Leij et al. (1991), Zheng & Wang (1999), Har-
baugh (2005), Batu (2006), Bear & Cheng (2010), Estabragh 
et al. (2013), Szucs et al. (2013), Singh et al. (2016), Antelmi et 
al. (2020) and others. Nowadays, numerical models are often 
used for heat transport modelling as well, as can be seen in the 
works of Mendéz (2008), Pophillat et al. (2018), Krčmář et al. 
(2020) and others.

The aim of the study is to demonstrate how variation of trans-
port parameter values, solute source dimensions, and exchange 
of computation schemes can affect the resulting solute concen-
tration at a defined reference point. This objective is ensured by 
comparison of the solute concentrations, which are computed 
at selected reference points by means of selected computation 
methods, as well as by comparison of the sensitivity of particu-
lar methods to the selected input parameters and to the solute 
source geometry. 

We hypothesize that there does exist a strong correlation 
between the results computed by numerical and analytical pro-
cedures; however, there is a weaker correlation between the 
results of the Step-method and the other methods used. We also 
expect some degree of discrepancy in the results between the 
exact ATRANS analytical solution of Newille (2005) and the 
approximate analytical solution of Domenico (1987), depending 
on the simulated conditions based on the findings of Guyonnet & 
Newille (2004), Srinivasan et al. (2007), and West et al. (2007).

2. METHODS

The chosen computation procedures include three numerical 
schemes with an FDI (finite difference implicit), MOC (method 
of characteristics), and TVD (total variation diminishing) advec-
tion solver, while the other transport equation terms are com-
puted by the FDI method (Zheng & Wang, 1999), two analytical 
solutions (Newille, 2005; Domenico, 1987), and a simplified 
so-called Step-method (MoE SR, 2015). 

The numerical 3D model of groundwater flow MODFLOW 
2005 (Harbaugh, 2005) in connection with the numerical 3D 
solute transport model MT3DMS (Zheng & Wang, 1999) are 
used for all numerical calculations. Groundwater flow numerical 
simulations are applied by a “Layer property Flow” package with 
a “Preconditioned Conjugate Gradient” solver (Harbaugh, 2005).

All the numerical solute advection computations are per-
formed with a central-in-space weighting scheme. Implicit nu-
merical schemes of MT3DMS software are solved by a “General-
ized Conjugate Gradient” solver with a “Modified Incomplete 
Cholesky preconditioner” (Zheng & Wang, 1999). Within the 
MOC procedure, the “Runge-Kutta only near sinks/sources” 
particle tracking algorithm is applied.

The software BIOSCREEN (Newell et al., 1996) is used for 
Domenico’s approximate analytical model, and the software 
ATRANS (Newille, 2005) is used for Newille’s exact analytical 
model of the same name. 

The Step-method is applied in accordance with the solution 

procedure specified in the Directive (MoE SR, 2015) for the 
elaboration of a risk analysis of contaminated site. 

The applied analytical and numerical methods are defined as 
three - dimensional solutions of the solute transport equation 
in terms of modelled physical-chemical processes. However, 
with respect to the source and aquifer geometry, as well as the 
reference point localization, only the numerical methods are 
fully three-dimensional. The ATRANS analytical method ap-
plied within the eponymous software and Domenico’s solution 
within the BIOSCREEN software are three-dimensional with 
respect to the modelled processes; they are two-dimensional 
with respect to the possibility of solute source representation. 
3D localization of reference points is possible in all the numerical 
models including the ATRANS analytical model, while it is 2D 
within the BIOSCREEN model and 1D (on plume centerline) 
within the Step-method.

The Step-method does not represent a solution of a transport 
differential equation. It is a schematic, simplified 2D solution 
of the given processes with only vertical dispersion applied. All 
the above-mentioned limitations are considered a part of the 
application and evaluation of each method’s results.

2.1. Conceptual model

The calculations are performed under simple conditions, i.e. the 
semi-infinite, rectangular model domain with finite thickness; 
steady, uniform, one-dimensional groundwater flow; homoge-
neous, porous aquifer; steady boundary conditions of Dirichlet 
type. In the case of numerical simulation, the solute source body 
has dimensions of 5 m, 100 m and 0.5 m in the respective direc-
tions x, y, z (Fig. 1). In the case of analytical models, the solute 
source is represented as a 2D partially penetrating patch, perpen-
dicular to the groundwater flow with dimensions of 100 m and 
0.5 m in the respective directions y, z. Within the Step-method, 
it is a partially penetrating 2D strip source, with a length of 0.5 
m in the z direction. In all the test cases, the solute source has a 
constant concentration, uniform in all directions. It is situated 
in the middle of the upgradient side (Fig.1). These conditions 
are acceptable for all computation schemes used. 

The horizontal dimensions of the presented model area are 
500 m x 1,000 m. The aquifer thickness of 15 m is divided into 30 
layers to perform the numerical solutions (Fig. 1). The ground-
water head gradient of 0.002 is fixed in the numerical models by 
the constant head boundary condition. In the analytical models 
and the Step-method, the value of the groundwater head gradient 
is included directly into the calculation of the average porous 
velocity of groundwater flow. 

In the basic setup of the numerical and analytical procedures, 
the width of the solute source is 100 m and the depth of penetra-
tion is 0.5 m below the groundwater surface (Fig. 1). The source 
dimensions were subsequently varied to examine its impact to 
the simulation results. The transport time is 1,000 days in all 
the simulations. This value allows for achieving a steady state 
(maximal attainable) concentration throughout the entire model 
domain. 

The dimensions x, y, z of the calculation grid cells within all 
numerical simulations are 5 m, 5 m, and 0.5 m respectively for 
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the first 300 m of the transport along the longitudinal direction, 
and up to 100 m in the transverse direction on each side of the 
solute source. The cell dimensions (x, y, z) in the rest of the model 
domain are of 10 m, 10 m, and 0.5 m respectively (Fig. 1). These 
cell dimensions, which are applied within numerical solutions, 
ensure a sufficiently small value of the grid Peclet number (Zheng 
& Wang, 1999), while at the same time, an acceptable computa-
tion demand on CPU.

Sensitivity analysis is performed on the following parameters: 
effective porosity (ne), dispersivity (longitudinal [αL], transverse 
horizontal [αH], transverse vertical [αV]), distribution coefficient 
of sorption processes Kd, where Kd = foc· Koc ( foc = fractional con-
tent of organic carbon, Koc = distribution coefficient of organic 
carbon-water), and half-life of the substance in the system (t1/2). 
The latter was considered the input parameter for calculation 
of the chemical decay first-order reaction rate λ (λ = ln(2)/t1/2), 
representing the total decay of the substance by bio-chemical 
reactions in the environment. The linear, equilibrium method 
was used to simulate the sorption effect.

The basic settings included the following parameter values: 
ne = 0.2; αL = 30 m, αH = 3 m, αV = 0.3 m, Kd = 0.45 L.kg-1 ( foc 
= 0.001; Koc = 446 L.kg-1), and t1/2 = 0.3 r. 

The values of physical-chemical properties (Koc, t1/2) were set 
up on the basis of literature data (US EPA, 2012; Zoeteman et al., 
1981; Mackay et al., 2006) for ethylbenzene, the monoaromatic 
hydrocarbon frequently present in contaminated sites.

The basic value of longitudinal dispersivity (αL) was set with 
regards to the research work of Gelhar et al. (1992). The ratio 
of αL/αH/αV was maintained with values of 1/0.1/0.01, which 
is the recommended approach at least for the screening level 
of investigation (Zheng & Wang, 1999; Bear & Cheng 2010). 

The variation of the selected parameter values was kept within 
“reasonable” ranges, set on the basis of the following literature 

resources: Morris & Johnson (1967), Bear (1972), Freeze & 
Cherry (1979), Boonstra & de Ridder (1981), Zoeteman et al. 
(1981), Gibb et al. (1984), Fetter (1988), Walton (1988), Adams 
& Gelhar (1992), Kruseman & de Ridder (1994), Aronson & 
Howard (1997), Suarez & Rifai (1999), Wiedemeier et al. (1996, 
1999), Lu & Zheng (2003), Román-Blanco (2003), Mackay et 
al. (2006), She at al. (2006), Delgado (2007), US EPA (2012), 
Urumovič & Urumovič (2016).

The following parameters remained unchanged during the 
entire calculation: hydraulic conductivity k = 5.0 x 10-3 m.s-1, 
groundwater head gradient i= 0.002. The mentioned values were 
set for an alluvial environment based on the work of Zatlakovič 
et al. (2017, 2018, 2019, 2020). 

The constant concentration of the solute source (C0) has 
a dimensionless value of 1. The resulting concentration (C) 
throughout the model domain has a dimensionless – relative 
value of C/C0 (0 – 1).

Three reference points are defined to record the resulting 
modelled concentrations (Fig. 2). The first point is situated on 
the plume centerline, at the transport distance of 200 m from 
the solute source. The second point is located at a distance of 50 
m from the first point in a horizontal direction, perpendicular 
to the direction of groundwater flow. Finally, the third point 
is situated at a distance of 5 m, below the first reference point. 

3. R ESULTS

3.1.  Comparison of results for the basic setting of 
selected parameters and source geometry

The solute concentrations computed numerically with the MOC 
and TVD advection solver used (hereafter as MOC and TVD 
method) are the highest at all the selected reference points, 

Fig. 1. Transport model domain with displayed basic dimensions, numerical grid, and concentration isosurfaces of the transported solute with its dimen-

sionless concentrations.
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differing significantly from the lower concentrations comput-
ed by analytical methods and the Step-method. The resulting 
concentrations of the numerical scheme with an FDI advection 
solver (hereafter as the FDI method) can be found among the 
mentioned groups of method with their values (Fig. 3).

3.2.  Sensitivity of the individual methods with respect 
to selected parameters

Effective Porosity
The initially-defined effective porosity of 0.2 was subsequently 

replaced by the values   of 0.1 and 0.3 respectively, while all other 
parameters were left in the basic setting of values. The resulting 
solute concentration at the individual reference points decreased 
with increasing effective porosities (Fig. 4), revealing a similar 
picture to basic parameter settings (Fig. 3). The highest solute 
concentrations   were obtained by the numerical TVD and MOC 
methods, whereas all other methods yielded lower concentrations. 

The calculated solute concentrations by non-numerical methods 
converge with increasing effective porosity (Fig. 4).

The maximum solute concentration difference of 0.014 within 
one method (Δ1 in Fig. 4 and similarly in figures 5, 6, 7, 9) was 
indicated for the ATRANS method at reference point 1 (Tab. 1; 
Fig. 8). This method is therefore, the most sensitive to the varia-
tions of effective porosity among all the examined methods. In 
turn, the least sensitive is the Step-method, showing a difference 
of only 0.002 (Tab. 1; Fig. 8). The maximum difference in the 
calculated solute concentrations between individual methods 
(Δ2 in Fig. 4 and similarly in figures 5, 6, 7, 9) was recorded at 
reference point 1 with the value of 0.051, for an effective porosity 
value of 0.1 between the Step-method and the TVD method. 
This value significantly exceeds the value of the difference in the 
calculated solute concentration by one method (0.014), which 
means that the choice of calculation approach may fundamen-
tally affect the calculated solute concentration more than the 
variability of effective porosity value used.

Dispersivity
The basic values of dispersivity (longitudinal-transverse hor-

izontal-transverse vertical) of 30 m – 3 m – 0.3 m were replaced 
by 7 m – 0.7 m – 0.07 m and 80 m – 8 m – 0.8 m, while all other 
parameters were left in the basic values. The distribution of the 
calculated solute concentrations as a function of dispersivity is 
shown in Fig. 5, which highlights a different trend of variations 
in the calculated solute concentrations between the numerical 
and other methods. Whereas the numerical methods follow a 
directly proportional trend, the analytical methods and the Step-
method show an inversely proportional trend within the range of 
low dispersivity (Fig. 5). The resulting concentrations calculated 
by the numerical and other methods overlap only in the case of 
the numerical FDI method for low values of dispersivity (Fig. 
5). In turn, no overlap with the results of any non-numerical 

Fig. 2. Situation of particular reference 

points within the solute plume in a section 

of the model domain.

Fig. 3. Solute concentration at individual reference points, calculated by 

the selected methods for the basic settings of the parameters and source 

geometry.
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method for any value of dispersivity was observed in the case of 
the MOC and TVD methods. The calculated concentrations by 
the MOC and TVD methods were always significantly higher 
than in the case of the other methods.

The maximum solute concentration difference of 0.055 within 
calculation by one method was indicated for the FDI method 
at reference point 1 (Tab. 1; Fig. 8), which means that the FDI 
method is the most sensitive to dispersivity. In contrast, the least 
sensitive to a given parameter at reference point 1 is the Step-
method with the difference value of 0.003. A smaller difference 
value was recorded at reference point 2 for Domenico’s model with 
the value of 0.002 (Tab.1; Fig. 8). It is important to note here that 
at reference points 2 and 3, the Step-method cannot be applied. 

The maximum difference of 0.07 in the calculated solute 
concentration between the results of individual methods was 
recorded at reference point 1, for the dispersivity of 80 m – 8 m 
– 0.8 m between the TVD method and Domenico’s analytical 
solution. This value exceeds the value of the difference in the 
solute concentration calculated by one method (0.055), which 
means that the choice of calculation approach may fundamen-
tally affect the calculated solute concentration more than the 
used variability of dispersivity.

Performance of Domenicò s solution in comparison with 
the ATRANS method in this case reveals an inconsistency. At 
reference point 1 is Domenicò s solution more sensitive, while 
at reference point 2, the more sensitive is the ATRANS method. 
This is in agreement with the findings of Guyonnet & Neville 
(2004), Srinivasan et al. (2007) and West et al. (2007) – with 
regards to the debatable performance of Domenico’s approximate 
solution in some circumstances.

Distribution coefficient Kd

The basic Kd value of 0.45 L.kg-1 was replaced by the values   
of 0.225 L.kg-1 (50 % reduction) and 0.9 L.kg-1 (100 % increase) 

respectively, while all other parameters were maintained at the 
initial level. The distribution of the calculated concentrations 
as a function of Kd is shown in Fig. 6, indicating the highest 
values for the numerical methods MOC and TVD, medium 

Fig. 4. Solute concentration at individual reference points calculated by selected methods at selected values   of effective porosity, with explanatory depic-

tion of the evaluated differences.

Tab. 1. The methods sensitivity to parameters expressed by the differences 

between the calculated solute concentrations at the minimum and maxi-

mum parameter level within the defined ranges (source table of Fig. 8).

Reference 
point 1

porosity
disper-
sivity

Kd t1/2 SUM

FDI 0.009 0.055 0.0484 0.06 0.172

MOC 0.011 0.03 0.0555 0.069 0.166

TVD 0.011 0.029 0.0563 0.071 0.167

ATRANS 0.014 0.009 0.0109 0.016 0.05

BIOSCREEN 0.01 0.017 0.01 0.013 0.05

Step Method 0.002 0.003 0.0114 0.014 0.03

Reference 
point 2

porosity
disper-
sivity

Kd t1/2 SUM

FDI 0.005 0.033 0.0256 0.032 0.096

MOC 0.006 0.026 0.031 0.039 0.102

TVD 0.006 0.049 0.0314 0.040 0.126

ATRANS 0.007 0.003 0.007 0.008 0.025

BIOSCREEN 0.004 0.002 0.005 0.005 0.016

Reference 
point 3

porosity
disper-
sivity

Kd t1/2 SUM

FDI 0.008 0.053 0.0421 0.053 0.156

MOC 0.01 0.043 0.05 0.063 0.166

TVD 0.01 0.043 0.051 0.064 0.168

ATRANS 0.012 0.003 0.011 0.014 0.04

Explanations: FDI – finite difference implicit method, MOC – method of 

characteristics, TVD – total variation diminishing method, Kd – distribution 

coefficient of sorption, t1/2 – solute half-life in the environment.

solute tr ansport by groundwater – a comparison of computation methods sensitivity to physical-chemical...



100

values for the numerical FDI method, and the lowest values   
for the non-numerical methods. The difference between the 
calculated solute concentration between the numerical and 
other methods decreases with increasing Kd. The resulting 
solute concentrations are almost identical at the maximum 
Kd level in the case of the numerical FDI and non-numerical 
methods (Fig. 6).

Within a given variation of Kd, the TVD method showed the 
maximum difference in the solute concentration calculated by 
one method with the value of 0.056, recorded at reference point 1 
(Tab. 1; Fig. 8). This method is therefore the most sensitive to the 

parameter Kd, whereas Domenico’s analytical solution appears 
to be the least sensitive with the difference value of 0.005. The 
maximum difference, 0.069 at reference point 1 in calculated 
solute concentrations using different methods, resulted from the 
comparison of the Step-method and the TVD method for the 
minimum Kd value (0.225 L.kg-1). The difference in the calculated 
solute concentrations between the numerical and other methods 
was inversely proportional to the Kd value at all reference points 
(Fig. 6). The choice of the calculation approach may significantly 
affect the calculated solute concentration more than the selected 
variability of the Kd.

Fig. 5. Solute concentration at individual reference points calculated by selected methods for selected values   of dispersivity.

Fig. 6. Solute concentration at individual reference points calculated by the selected methods at selected values   of Kd.

acta geologica slovaca, 13(1), 2021, 95–106
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Half-life of the substance in the environment
The basic value of the substance half-life t1/2 (0.3 y) was 

replaced by the values   0.15 y and 0.6 y (50 % and 200 % of 
the initial value) respectively. All other parameters remained 
unchanged. The distribution of the calculated concentrations 
as a function of the t1/2 value is shown in Fig. 7. The calculated 
solute concentrations at all the reference points are directly 
proportional to t1/2 in all of the examined methods. The result-
ing solute concentration   calculated by the numerical FDI and 
analytical ATRANS methods overlap at reference point 2, for 
t1/2 = 0.15 r (Fig. 7).

The maximum difference (0.071) in the solute concentration 
calculated by one method was indicated for the TVD method 
at reference point 1 for t1/2 = 0.6 y (Tab. 1; Fig. 8). This reveals 
that the TVD is the most sensitive method with respect to t1/2.; 
The greatest difference in solute concentrations with respect 
to different methods was observed between the TVD method 

and the Step-method with a value of 0.077 at reference point 
1, for the t1/2 value of 0.6 y. The least sensitive method was Do-
menico’s analytical method with a minimal difference of 0.005 
at reference point 2.

The magnitude of the difference in the calculated solute 
concentration between the numerical and other methods was 
directly proportional to the value of t1/2 at all reference points 
(Fig. 7). The t1/2 parameter was shown to be the most influential 
among the tested parameters within the set conditions (Tab. 
1; Fig. 8).

Overall additive sensitivity of the methods 
Overall additive sensitivity of individual methods to selected 

parameters was evaluated by summation of the differences 
between the calculated solute concentrations at the minimum 
and maximum parameter level for every parameter and every 
method used (Tab.1; Fig. 8). The most sensitive is the numerical 

Fig. 8. The methods sensitivity to parameters expressed by the differences between the calculated solute concentrations at the minimum and maximum 

parameter level within the defined ranges.

Fig. 7. Solute concentrations at the individual reference points calculated by selected methods at the selected values of   t1/2.

solute tr ansport by groundwater – a comparison of computation methods sensitivity to physical-chemical...
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scheme with the FDI advection solver at the plume centerline 
(reference point 1). The least sensitive is Domenicò s solu-
tion outside of the plume centerline (reference point 2). In 
comparison with the ATRANS model, Domenico’s solution 
is significantly less sensitive outside the plume centerline then 
on it, which correlates with the findings of Guyonnet & Neville 
(2004) on biased performance of Domenicò s solution outside 
the plume centerline in some conditions.

3.3. Synergistic effect of the parameters

Transport simulations were also performed with simultaneous 
change of all examined parameter values (effective porosity, 
dispersivity, distribution coefficient, half-life of the substance) to 
determine the minimizing (optimistic approach) and maximiz-
ing (conservative approach) synergistic effect on the calculated 
solute concentrations. The results were also compared with the 
results obtained for the basic parameter settings (Fig. 9).

The maximal difference in the solute concentration calculated 
within one method was recorded for the TVD method at refer-
ence point 1, with a value of 0.153. The maximum difference 
in the calculated solute concentration between the individual 
selected methods was recorded at reference point 1 for the 
conservative setting between the TVD method and the Step-
method, with a value of 0.123. 

It can therefore be concluded that the parameter settings with 
synergistic effect may be more influential than the computational 
method selection. 

The difference in the calculated solute concentration between 
the numerical and other methods was larger for the conservative 
strategy than for the optimistic strategy at all reference points. 
By the synergistic effect, the calculated solute concentration, 
computed by any method, approaches zero within the optimistic 
setting (Fig. 9).

The most sensitive method to the synergistic effect of selected 
parameters is the numerical TVD method at all reference points. 
The least sensitive method is Domenicò s model at reference 
point 2. 

At reference point 1, Domenico’s solution is more sensitive 

than the ATRANS model. In contrast, at reference point 2, the 
ATRANS model is more sensitive than Domenicò s solution (Fig. 
9). This inconsistency correlates with the findings of Guyonnet 
& Neville (2004) on biased performance of Domenicò s solution 
outside the plume centerline in some conditions.

It can be concluded that numerical schemes are generally more 
sensitive and conservative than analytical methods, including 
the Step-method under the conditions analyzed.

The maximal difference in the solute concentration calculated 
within synergistic effect by one method with a value of 0.153 
differs from the overall additive sensitivity, evaluated in the 
previous chapter, with maximal value of 0.172 for FDI method, 
what confirms the non-linearity of the problem. 

In addition, the synergistic effect leads to the different sen-
sitivity ranking of the used methods than the overall additive 
sensitivity evaluation in the previous chapter by summation 
of the concentration differences for particular parameter and 
method (Tab. 1; Fig. 8).

3.4. Impact of the source thickness

The impact of the solute source thickness (depth of penetration 
below groundwater surface) on the match between the calculated 
solute concentrations by the numerical TVD scheme and the 
analytical ATRANS method was investigated. The evaluated 
solute source thicknesses were 0.5 m, 2 m, 7 m, and 15 m. The 
thickness of the aquifer was constantly 15 m. The computed 
results are demonstrated in Fig. 10 as the resulting dimension-
less concentration against ratio of the solute source thickness 
and the aquifer thickness denoted in %.

The highest correlation of the results at all reference points 
was achieved with source thickness of about 7 % of the aquifer 
thickness. With a smaller source thickness, a more conservative 
solution was identified with the TVD scheme. In contrast, the 
ATRANS method appears more conservative with a thicker 
source. The difference between these methods increases with an 
increase of the solute source thickness above 7 % of the aquifer 
thickness. The ATRANS method performs with higher sensitiv-
ity to the source thickness (Fig. 10).

Fig. 9. Solute concentration at individual reference points calculated within the analysis of the synergistic effect of selected parameters with conservative, 

basic, and optimistic settings of parameter values.

acta geologica slovaca, 13(1), 2021, 95–106
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3.5. Impact of the source width 

The width of the solute source was investigated as a possible fac-
tor affecting the correlation of the results between the numeri-
cal and analytical methods, which were employed to address 
the effect of source thickness. The sequence of source width  
5 m – 10 m – 20 m – 50 m – 100 m – 200 m was applied, while 
the dimensions of model domain were left unchanged. From 
the results shown in Fig. 11, it can be concluded that the source 
width change does not affect the difference between the results 
obtained by the numerical TVD scheme and the ATRANS 
analytical method as fundamentally as the source thickness 
does. The differences rise up to 4.5, 4.3 and 3.9 % of the source 
concentration at reference points 1, 2, and 3 respectively. 

With increasing width of the solute source up to 100 m, the 
difference between the results increases significantly at all 
reference points; the calculated solute concentration by the 
TVD method always being higher than the concentration 
computed by the ATRANS method. The increase of the solute 
source width above 100 m causes a lower increase rate of the 

difference between the results at reference points 1 and 3. In 
turn, the difference increase rate at reference point 2 remains 
approximately constant (Fig. 11). This phenomenon likely 
depends on the ratio between the source width and the refer-
ence point distance from the plume centerline, as well as from 
the solute source.

4. CONCLUSIONS

Within the presented comparative study, the transported solute 
concentrations were calculated by means of selected numerical 
and analytical methods, as well as the Step-method. The simu-
lations were performed for various values of selected physical-
chemical transport parameters and various source dimensions. 
Obtained results allowed for comparison of the sensitivity be-
tween individual methods to selected transport parameters. The 
easily-accessible and widely-used software, MT3DMS, ATRANS 
and BIOSCREEN were used.

It can be concluded that the used numerical schemes with 

Fig. 11. Dependence of the calculated solute concentrations by the TVD and ATRANS methods on the width of the solute source.

Fig. 10. Dependence of the calculated concentration by the TVD and ATRANS methods on the ratio of the source thickness and the aquifer thickness.
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TVD, MOC, and FDI advection solvers (TVD, MOC, and 
FDI methods) under the defined conditions compute higher 
concentrations in comparison with the analytical solutions 
of Domenico (1987) and Newille (2005), including the Step-
method. The only exception was recorded in the case of the 
minimal value of the Kd parameter, where the lowest calculated 
concentration at all reference points are recorded for the nu-
merical FDI method.

It can also be concluded that the numerical schemes de-
monstrate an overall higher sensitivity to the inspected 
transport parameters. The exception is the effective porosity 
parameter, to which the ATRANS analytical method is the 
most sensitive.

One important finding is the different trend of changes in 
the calculated solute concentrations with dispersivity changes. 
The solute concentration obtained by numerical models is di-
rectly proportional to the value of the dispersivity at all reference 
points. In contrast, an indirect proportion can be observed for 
analytical methods and the Step-method within low dispersiv-
ity values range.

Within presented conditions, the substitution of the numeri-
cal MOC and TVD methods, for the analytical or Step-method 
can produce a higher impact on the resulting concentration 
than the change of individual parameter values within ap-
plied ranges. 

The synergistic effect of inspected parameters (simultane-
ous change of their values to maximize or minimize calculated 
concentration) shows a more pronounced effect on the calcu-
lated solute concentration than the effect of a substitution in 
calculation method. 

The highest correlation between the results of the TVD and 
ATRANS method at all reference points was achieved for the 
solute source thickness (depth of penetration) about 1.05 m, 
which represents about 7 % of the aquifer thickness. Smaller 
source thickness led to the concentrations calculated by the 
TVD method to be higher; larger source thickness led to the 
concentration calculated by ATRANS method to be higher. 
The maximum difference between the results of these methods 
is 58 % of the concentration in the solute source, which was 
reached in the case of fully penetrating the solute source. The 
analytical ATRANS method was more sensitive with respect to 
the solute source thickness.

The difference between the TVD and ATRANS results is 
directly proportional to the width of solute source and reaches 
value up to 4.5 % of the concentration at the source. The calcu-
lated solute concentration by the TVD method is always higher 
at all reference points. 

Despite the fact, that both schemes are 3D transport solutions, 
the difference between their outcomes can considerably vary de-
pending on the source dimensions. The source thickness (depth 
of penetration) reveals to be fundamentally important, more 
than the source width. The hypothesis on the strong correlation 
between numerical and analytical computational procedures 
was not confirmed in the case of source geometry impact on 
the computed results. 

The presented results stress the importance of solute trans-
port modelling always by means of several available methods in 

order to get an idea of the variability of possible results. It is also 
necessary to determine the transport parameters in-situ. Their 
database/literature values can vary enough to significantly affect 
the modeling results, especially in the case of their synergistic 
effect. In the case of parameter uncertainties, it is reasonable 
practice to model the worst possible scenario. The spatial char-
acteristics of the solute source must be thoroughly investigated 
on each site and consider its effect on the computed results with 
respect to the chosen computation method. 

We also conclude that the Step-method cannot provide accept-
able results nor be recommended for any stage of investigation 
study in practice.
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